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#### Abstract

In this research, the problem of location-hierarchical allocation of crowded facilities has been investigated by considering customers' priority in serving within the framework of queuing systems. The objective functions of the problem are focused on minimizing the total waiting time of customers and minimizing the maximum unemployment of each facility. The problem model is a multi-objective nonlinear programming model, and to evaluate the efficiency of the model, examples in different dimensions have been solved by a multi-objective genetic algorithm (NSGA-II) based on minimal sorting. Since the performance of meta-heuristic algorithms is highly dependent on their parameters, the parameters of this algorithm are adjusted using the Taguchi design. The results show that the establishment of the


priority system has reduced the average waiting time of all customers compared to the shift system, so it can be concluded that if in designing hierarchical facilities, the goal is to reduce the waiting time of a particular class of customers, they should Prioritize.
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## 1. INTRODUCTION

In most cases, there are several levels of facilities, each providing a different level of service, compared to the other levels. Such systems with a multilevel or hierarchical structure are common in the public and private sectors, including school systems, bank branches, ATMs and public health services (Marianov and Serra, 2001; Roozitalab, 2020). Therefore, it is crucial to evaluate this type of location problem. However, facility service time compared to consecutive customer visits is considerable and the formation of queues or crowds is inevitable in most real-world applications of hierarchical location problems. One of the important aspects of considering this significant factor in most real-world applications is analyzing the queue systems generated and criteria such as mean waiting time in the queue and system (Goli and Malmir, 2020). Given the uncertainty in times between customer arrivals and service times, the location problem of crowded facilities is recognized as a complicated issue for modeling and solution. With regard to studies performed in this area, we consider the research gap in the area of multilevel facilities in the location of crowded facilities along with the comparison of the effect of priority in customer service provision with non-prioritized service provision (shift system) in the present study. The remainder of the research is structured as follows: the next section evaluates the relevant literature and reviews multiple studies in the field of locationhierarchical allocation problems and crowded facility loca-tion-allocation problems. Section 2 expresses the problem and the problem model and its indices, parameters, and premises. Section 3 provides details of the model solution and reports results, and Section 4 concludes and makes suggestions for future studies.

## 2. LITERATURE REVIEW

### 2.1 Location-Hierarchical Allocation Problems

Mitropoulos et al. (2006) modeled (nested hierarchical location by considering maximum covering the distance in the health field with a two-level structure, including health center levels and local hospitals. They considered two factors of efficiency and equal distribution
of facilities among citizens to be important for an optimal design of a healthcare system and expressed the efficiency factor in the form of the objective function of minimizing the total distance between patients and facilities and the equal distribution factor in the form of the objective function of minimizing the maximum facility distance between patients and facilities. Hodgson (1986) focused on the modeling of primary healthcare facilities with a three-level nested structure and considered the objective function of minimizing the total distance between the demand points and the nearest appropriate facility for all demand levels. The result was a logical hierarchical system, in which demand at every level is met at the nearest appropriate facility, but is unrealistic in practice. In addition, they proposed an interactive model, the objective of which was to minimize the distance predicted by individuals while considering the possibility of being referred from the first place to another higher-level location. Moreover, decision-making was carried out based on the sum of the expected reference distances in the whole hierarchical system.

Since the early 1940s, several models have attempted to rationally justify the travel behavior of customers. For instance, researchers such as Mitropoulos et al. (2006), Hodgson (1986) have referred to the unrealistic assumption of the referral to the nearest facility according to the theory of spatial interaction. In fact, Mitropoulos et al. (2006) believe that facility attractiveness to people depends on the quality of services provided by various facilities in addition to the proximity criteria. On the other hand, Hodgson proposed an interactive model entitled expected referral distance, which exhibited several types of customer travel behaviors and was designed based on the expected referral distances. In a research, Teixeira and Antunes (2008) emphasized the importance of attention to constraints of customer allocation to facilities in general facility location problems, and analyzed a spatial model for user allocation to facilities. Fard and Hajaghaei-Keshteli (2018) addressed a hierarchal nested allocation problem while simultaneously considering reverse flow between different levels and forward flow. They considered customer zones, distribution centers, and recovery centers in their model's structure and carried out the modeling process using the Stackelberg game. To solve the model, they introduced two new models of the

Keshtel algorithm and water wave optimization algorithm in addition to three algorithms of tabu search, particle swarm algorithm and neighbor search and solved the model using the two new algorithms. Since metaheuristic algorithms are highly dependent on their parameters, the optimal values of the algorithms were determined using the Taguchi design. In another study, Mousazadeh et al. (2018) focused on a hierarchical three-level health service network design problem with the objective of minimizing the total establishment cost and total weighted distance between patient zones and health facilities at each level. The model was presented in a mixed-integer nonlinear programming framework, and four robust optimization approaches were applied to solve the model. In the end, the performance of the approaches was evaluated and analyzed. Zarrinpoor et al. (2018) focused on a hierarchical allocation problem in health service network design. Their model had a two-level and multi-flow structure and was solved while considering uncertainty in demand and services and geographical access. In this model, patient prioritization was considered, meaning that the priority was to serve the emergency patients. In addition, service quality was considered in the average expected time of priority queues and the risk of disruptive events.

### 2.2 Crowded Facility Location-Allocation Problems

In research, Wang et al. (2002) studied a crowded facility location problem with immobile servers for modes in which a maximum of one server is based in each facility. Notably, the M/M/1 queueing system was used in the foregoing study. By developing Wang's model into a multiserver facility, Berman and Drezner (2006) evaluated $\mathrm{M} / \mathrm{M} / \mathrm{c}$ systems in congested facility locations with immobile servers. In research, Pasandideh and Niaki (2012) presented a rare model that simultaneously considered both aspects of customer and server in the objective function. They presented a bi-objective model for simultaneous minimization of total time spent by customers (travel times and waiting times in the system) and idle-time percentage. The model's premise was the establishment of only one server in each facility, which meant that the queued model was of M/M/1 type. Chambari et al. (2011) proposed a biobjective model with simultaneous considering of two customer and server aspects. The objective functions of the model included the simultaneous minimization of travel times and waiting times of customers and idle percentage of servers. The main premise of the model, which distinguished it from previous models, was considering constrained waiting space capacity in each facility, which led to the use of $\mathrm{M} / \mathrm{M} / 1 / \mathrm{k}$ queue systems.

Hamaguchi and Nakade (2010) considered a facility location problem with fixed facilities based on an M/G/1 queuing system, and intervals between consecutive inflows of customers followed an exponential distribution
but the serving times were considered as a whole distribution. Harewood (2002) conducted a research to model ambulance location problems by modeling the partial coverage problem with a specified number of facilitation and multiple objective functions. The objective functions included the maximization of the covered population and minimization of demand covering costs. In addition, a possible queueing approach was used for calculating the probability that all servers in a given region are busy. To this end, each facility's behavior was considered to be in the $\mathrm{M} / \mathrm{M} / \mathrm{m} / \mathrm{K}$ format and the minimum number of servers required to cover the demand points with a certain possibility was calculated following determining the minimum confidence level and calculating the probability of business of all servers in each facility.

Aboolian et al. (2009) introduced a new model for the network location of the center with the objective function of minimizing the maximum time spent by customers, including the travel time and waiting time. Each facility was considered as an $\mathrm{M} / \mathrm{M} / \mathrm{m}$ queue system, and server allocation was taken into account in the problem. Moreover, evaluated the location-allocation problem in a congestion network based on the objectives of minimizing the total costs of the system (including the fixed facility development costs and variable costs related to customer travel and waiting expenses). The $\mathrm{M} / \mathrm{M} / \mathrm{c}$ model was considered for each facility in the mentioned research. In another study, Rahmati et al. (2013) proposed a location model within a multi-server queuing framework, in which facilities behaved as $\mathrm{M} / \mathrm{M} / \mathrm{m}$ queues. They also considered server staffing costs and service level costs in the model. Hajipour et al. (2016) suggested a model with multiple objective functions for a multi-level congestion facility problem within the framework of the $\mathrm{M} / \mathrm{M} / 1$ model. Their proposed model included three objective functions of minimizing the total customer travel and waiting time in the system, minimizing the maximum possibility of facility idle time, and minimizing the number of facilities the cost of facility development. The system's structure was such that the facilities at different levels provided various services and each customer should receive service from facilities of all levels. They solved the model with a metaheuristic multi-objective vibration-damping optimization (MOVDO) and the mul-ti-objective harmony search algorithm (MOHSA), nondominated sorting genetic algorithm (NSGA) and multiobjective refrigeration simulation and compared the obtained results.

Using the $\mathrm{M} / \mathrm{M} / \mathrm{c} / \mathrm{K}$ queue model along with adding pricing and determining the capacity of facilities, Tavak-koli-Moghaddam et al. (2017) presented a new model, in which the number of servers, queue capacity and service delivery price of each facility were considered in addition to the location and allocation variables. In addition, the number of servers and capacity of each established capac-
ity was constrained. Their proposed model was such that it considered customer utility as a function of service or product cost and their distance to the provided facility. In addition, they considered the sensitivity of different customers to the distance and price to be diverse. Therefore, the pricing policy and the appropriate number of servers in each facility controlled the queue length in the problem. In another research, Pasandideh et al. (2013) considered the batch arrival queuing framework and proposed a model within the framework of $\mathrm{M}^{\mathrm{x}} / \mathrm{M} / 1$ queue systems. In this system, each group of customers is allocated to one facility, and the size of the groups is a random variable. Three objective functions considered in the foregoing study included minimizing the weighted sum of the waiting and the traveling times, minimizing the maximum idle time pertinent to each facility, and minimizing the total cost associated with the opened facilities. According to these researchers, minimizing the average idle time does not necessarily lead to the minimization of possible idle time of all facilities. Therefore, minimizing the maximum idle time decreases the possibility of idle time of all facilities. To improve the service delivery quality level, they used a coefficient along with the service rate of each service provider in capacity constraint. In a research, Hajipour et al. (2014) evaluated a server location-allocation problem and entered appropriate levels of redundancy or reliability to an $\mathrm{M} / \mathrm{M} / \mathrm{m}$ queuing system. They solved the model to maximize the system's reliability, minimize the system's costs, and minimize the waiting time with the help of a MOVDO, multi-level genetic algorithm (GA) and refrigeration simulation. According to the results, the MOVDO had a higher performance compared to the other two algorithms.

In a study, Araz et al. (2014) presented a middle location model with a certain number of facilities in the field of urban public health emergency services in Arizona, the United States. They evaluated the distribution lo-
cation problem for providing medical services related to anthrax and allocating demand points to these centers by considering human resource allocation to each distribution center. Each distribution center in the network was considered an M/G/c queuing system. The objective functions of minimizing the total mean waiting time in the system and the total customer travel time were considered the most important system performance measurement criteria in the model. Basciftci et al. (2021) presented a two-stage mathematical model for facility location under uncertainty. They used a robust optimization approach and random programming, and the results were indicative of a significant improvement in the robust optimization approach. Saif and Delage (2021) focused on the optimization of facility location problems using the data-driven robust optimization method. In addition, column generation was applied to solve the model. Silva et al. (2021) presented a heuristic approach to solve a locationallocation problem with different capacity modules. In this research, programming was considered periodically, and demand was introduced as a dynamic parameter. It is notable that GA was exploited to solve the problem.

## 3. MATERIALS AND METHODS

In this study, the location-allocation problem is hierarchical. Each level presents its certain services and facilities existing in each level provide a similar type of service. In other words, facilities in each level are similar to each other. Customers or applicants for service must go through all levels to complete their service and must receive service at each level of one of the facilities. The customers of these services are located in specific and predetermined places, which are divided into demand points. Customer demand has a potential behavior that follows the Poisson distribution with a certain pa-


Figure 1. Schematic presentation of the research problem.
rameter. A certain number of potential points exist for locating the facilities of each level, and the objective of the problem is to choose an appropriate location among potential locations for the establishment of a proper number of facilities at each level. In addition, customer allocation to each facility of each level is carried out in two modes of priority system and shift system in serving (Barzamini and Ghassemian, 2019). The phenomenon of congestion and queue formation is also considered in the present research. Given that each customer point follows the Poisson distribution, the demands allocated to each facility, which is the total number of Poisson distributions, have Poisson distribution. Furthermore, each facility has a server with an exponential service time. Therefore, each facility is an $M / M / 1$ queue system. However, the facilities have no capacity constraint, and the system productivity coefficient is considered below one in the long term. The conceptual model of the problem is presented in Figure 1.

A multi-objective non-linear integer programming model is presented below, the first and second objective functions of which is minimizing the total waiting time of customers in the facility queue and minimizing the maximum idle time of facilities, respectively. Evidently, the objectives are contradictory since the system's waiting time improves with decreasing the possibility of idle time. In addition, idle time decreases with increasing the waiting time in the system. These objective functions create a balance between the objectives of the customers and the owners of the system since the first objective function works for the benefit of the customer and the second objective function works for the benefit of the system and the owners.

### 3.1 Hypotheses

- Each customer receives service from each level only once and it is not possible to return to the past station and withdraw from receiving the service.
- Each facility is considered in the format of the $\mathrm{M} / \mathrm{M} / 1$ queue model.
- The interval between the entrance of customers and service provision times are independent of each other.
- The productivity coefficient of each facility is below one.
- The server is considered to be immobile and customers refer to the facilities to receive services.
- All demands are met completely and there is no missing demand.
- In the priority mode, customers with a higher priority are placed at the beginning of the facility serving queue to receive services sooner than others. On the other hand, service is provided based on the FIFO policy in the shift system.


### 3.2 Model Indices and Sets

i : Set of customer points (demand) $i=1, \ldots, \mathrm{M}$
j. $\mathrm{j}^{\prime}$ : Set of potential facility points at each level $j, j^{\prime}=1, \ldots, \quad N$
1 : Facility level index $\quad 1=1, \ldots, K$

### 3.3 Model Parameters

$\mathrm{D}_{\mathrm{i}}$ : Average demand of the i-th customer
$\mu_{1}$ : Rate of serving in each facility at the 1 -th level

### 3.4 Model Decision Variables

$y_{j 1}=1$, if the $j$-th facility of the 1 -th level is established; otherwise, $\mathrm{y}_{\mathrm{j} 1}=0$.
$\mathrm{x}_{\mathrm{ij} 1}=1$, if the i -th customer is allocated to the j -th facility of the l-th level; otherwise, $\mathrm{x}_{\mathrm{ijl}}=0$
$z_{1}$ : Minimization of the total customer waiting time in the facility queue
$z_{2}$ : Minimization of maximum facility idle time
$\lambda_{\mathrm{j} 1}$ : Average rate of entrance into the j -th facility of the 1-th level
$\mathrm{wq}_{\mathrm{jl}}$ : Customer waiting time in the queue of the j -th facility of the 1-th level
$\mathrm{wq}_{\mathrm{j} 1}^{(\mathrm{i})}$ : Customer waiting time with i -th priority in the queue of the j-th facility of the l-th level

### 3.5. Mathematical Model of the Problem

$$
\begin{align*}
& \operatorname{Min} \mathrm{z}_{1}=\sum_{\mathrm{i}=1}^{\mathrm{M}} \sum_{\mathrm{j}=1}^{\mathrm{N}} \sum_{\mathrm{l}=1}^{\mathrm{K}} \mathrm{wq}_{\mathrm{j} 1}  \tag{1}\\
& \operatorname{Min} \mathrm{z}_{2}=\max _{\substack{\mathrm{j}=1,2, \ldots, \mathrm{~N} \\
\mathrm{l}=1, \ldots \mathrm{k}}}\left\{\pi_{0 \mathrm{j} 1} \mathrm{y}_{\mathrm{j} 1}\right\}  \tag{2}\\
& \lambda_{\mathrm{j} 1}=\sum_{\mathrm{i}=1}^{\mathrm{M}} \mathrm{~d}_{\mathrm{i}} \mathrm{x}_{\mathrm{ij} \mathrm{j}} \mathrm{j}=1, \ldots, \mathrm{~N} \quad \mathrm{l}=1, \ldots, \mathrm{k}  \tag{3}\\
& \lambda_{\mathrm{j} 1} \leq \mu_{1} \quad \mathrm{j}=1, \ldots, \mathrm{~N} \quad 1=1, \ldots, \mathrm{k}  \tag{4}\\
& \pi_{0 \mathrm{jl}}=\left(1-\frac{\lambda_{\mathrm{j} 1}}{\mu_{\mathrm{l}}}\right) \mathrm{j}=1, \ldots, \mathrm{~N} \quad 1=1, \ldots, \mathrm{k}  \tag{5}\\
& \sum_{\mathrm{j}=1}^{\mathrm{N}} \mathrm{y}_{\mathrm{j} 1} \geq 1 \quad 1=1, \ldots, \mathrm{~K}  \tag{6}\\
& y_{j 1} \leq \sum_{i=1}^{M} x_{i j 1} \leq M y_{j 1} j=1, \ldots, N \quad 1=1, \ldots, K  \tag{7}\\
& \sum_{j=1}^{N} x_{i j l}=1 \quad 1=1, \ldots, K \quad j=1, \ldots, N  \tag{8}\\
& \sum_{j=1}^{N} \sum_{j=1}^{N} x_{\mathrm{ij}^{\prime}(1-1)} \mathrm{x}_{\mathrm{ijl}}=1 \quad 1=2, \ldots, \mathrm{~K} \quad \mathrm{i}=1, \ldots, \mathrm{M}  \tag{9}\\
& \mathrm{y}_{\mathrm{j} 1} \cdot \mathrm{x}_{\mathrm{ij} 1} \in\{0.1\} \tag{10}
\end{align*}
$$

Equation 1 shows the minimization of the total customer waiting time in the facility's queue. Equation 2
indicates the minimization of maximum facility idle time. Obviously, there is a contradiction between the two objective functions above since, while the total waiting time of customers in the queue decreases with increasing the service rate of the facility, the possibility of facility idle time increases and vice versa. Therefore, facilities must be established in a way that balance would be created between the mentioned objectives. Equation 3 calculates the mean rate of entrance into each facility, whereas Equation 4 guarantees the condition of long-term system stability. Equation 5 calculates the probability of facility idle time in the long term while Equation 6 guarantees that a minimum of one facility is established at each level. Equation 7 ensures that customers must be allocated to the established facilities, and a minimum of one customer and maximum of the entire customers must be allocated to each facility. Equation 8 guarantees that each customer must receive service from only one of the facilities at each level. Equation 9 guarantees that customers must pass all levels. Finally, Equation 10 shows the range and type of model decision variables.

### 3.6 Analysis of Customer Waiting Time

### 3.6.1 Customer Waiting Time in Priority System

Since the priority system is mathematically tricky and complicated, the obtained results related to different models of the system are limited. The model considered in the present study is such that the customers enter the facilities of different levels based on the Poisson process with the ( $\lambda$ ) parameter, and the service delivery rate is equal to $(\mu)$ for all customers with different priorities. In this model, the priority system is established and customers have $1,2,3, \ldots, \mathrm{M}$ priorities. Customers 1 are assumed to have the highest priority, followed by customers 2 and others. Ultimately, the priority of (M-1) customers is higher than customers ( M ). In addition, the number of servers in each facility is equal to one person. According to the premises, the waiting time of the customer with the k -th priority in the queue is calculated using the equation below (Basciftci et al., 2021):

$$
\begin{align*}
& \mathrm{wq}_{\mathrm{jl}}^{(\mathrm{k})}=\frac{1}{\mathrm{~A}_{\mathrm{jl}} \mathrm{~B}_{\mathrm{jl}}^{(\mathrm{k}-1)} \mathrm{B}_{\mathrm{jl}}^{(\mathrm{k})}} ; \mathrm{J}=1, \ldots, \mathrm{~N} \quad 1=1, \ldots, \mathrm{~K}  \tag{11}\\
& \mathrm{k}=1,2, \ldots, \mathrm{M} \\
& A_{\mathrm{jl}}=\frac{\left(\mu_{1}\right)^{2}}{\lambda_{\mathrm{jl}}} ; \mathrm{j}=1, \ldots, \mathrm{~N} \quad 1=1, \ldots, \mathrm{~N}  \tag{12}\\
& \left\{\begin{array}{l}
B_{j 1}^{(0)}=1 \\
B_{j 1}^{(k)}=1-\frac{\sum_{s=1}^{k} d_{s} x_{s j 1}}{\mu_{1}} ; j=1, \ldots, N^{\prime} \quad=1, \ldots, K \\
s=1.2, \ldots, M
\end{array}\right. \tag{13}
\end{align*}
$$

$$
\begin{equation*}
\mathrm{w}_{\mathrm{qjl}}=\sum_{\mathrm{i}=1}^{\mathrm{M}} \frac{\mathrm{~d}_{\mathrm{i}} \mathrm{x}_{\mathrm{ijl}}}{\lambda_{\mathrm{j} 1}} \mathrm{wq}_{\mathrm{j} 1}^{(\mathrm{i})} ; \mathrm{j}=1, \ldots, \mathrm{~N} \quad \mathrm{l}=1, \ldots, \mathrm{~K} \tag{14}
\end{equation*}
$$

### 3.6.2 Customer Waiting Time in the Shift System

In the shift system, the desired model is such that the customers enter the facilities of various levels based on the Poisson process with ( $\lambda$ ) parameter, and the service delivery rate is considered similar and equal to ( $\mu$ ) for all customers. In this model, the shift system is established and customers have no priority over each other. In addition, the service delivery process is based on the FIFO policy. Moreover, the number of servers in each facility is equal to one person. Therefore, the customer waiting time can be calculated by the following equation using the mentioned premises (Roozitalab, 2022; Basciftci et al., 2021):

$$
\begin{equation*}
\mathrm{wq}_{\mathrm{j} 1}=\frac{1}{\mu_{1}\left(\mu_{1}-\lambda_{\mathrm{j} 1}\right)} ; \mathrm{j}=1, \ldots, \mathrm{~N} \quad \mathrm{l}=1, \ldots, \mathrm{~K} \tag{15}
\end{equation*}
$$

### 3.7 Proposed NSGA-II Algorithm

The modified version of NSGA and GA-based, the NSGA-II is one of the conventional methods used to solve multi-objective problems. Figure 2 shows the flowchart of the NSGA-II algorithm.

The NSGA-II has the following steps (Goli et al., 2021):


Figure 2. Flowchart of NSGA-II algorithm.

Step 1: a random initial solution with the size of $i=1, \ldots, p o p$ is generated, k number of NSGA-II algorithm iteration is set to $1(\mathrm{k}=1)$.

Step 2: particles are sorted based on dominance and are divided in fronts. The lower the number of fronts, the higher the number of particles dominated by those existing in the front. Accordingly, the following steps are carried out for each particle, such as P particle:

Step 2-1: $S_{P}$ is considered as the total number of population members dominated by $P$ particle and its value is considered to be zero $\left(\mathrm{S}_{\mathrm{P}}=0\right)$.

Step 2-2: $\mathrm{N}_{\mathrm{p}}$ is considered as the frequency of dominance of P particle, compared to other particles, and its value is considered to be zero $\left(\mathrm{N}_{\mathrm{p}}=0\right)$.

Step 2-3: the following steps are carried out for each population member $n=1, \ldots$, pop_size, similar to $q$.

Step 2-3-1: $q$ will be added to $S_{P}$ if $P$ particle is able to dominate q particle.

Step 2-3-2: a unit will be added to $\mathrm{N}_{\mathrm{p}}$ if q particle is able to dominate $P$ particle.

Step 3: if $\mathrm{N}_{\mathrm{p}}=\varnothing$ following the assessment of all particles, then it could be concluded that P is dominated by none of the other particles. Therefore, $P$ is added to $f_{1}$. In other words, $f_{1}=f_{1} \cup\{P\}$.

Step 4: all of the following steps are continued until the number of particles existing in $i$ front is not equal to zero $\left(f_{i} \neq 0\right)$.

Step 4-1: 1 the set of particles considered in $\mathrm{i}+1$ front is recognized as Q and is considered equal to zero ( $Q=0$ ). Afterwards, the following stages are carried out for each P particle existing in fi.

Step 4-2: the following steps are taken for each particle (such as $q$ ) that exist in $S_{P}$ in $f_{i}$. (It is notable that $S_{P}$ is a set of particles dominated by P particle in the previous stage).

Step 4-2-1: a unit is subtracted from $\mathrm{N}_{\mathrm{q}}$, which shows the frequency of dominance of the $q$ particle.

Step 4-2-2: 2 if $\mathrm{N}_{\mathrm{q}}=\varnothing$ shows that q particle is in $\mathrm{f}_{\mathrm{i}+1}$, then Q must be moved with $\mathrm{q}\left(f_{i+1}=Q \cup\{q\}\right)$.
Step 4-3: a unit is added to $\mathrm{i}(\mathrm{i}=\mathrm{i}+1)$
Step 5: after particle fronting based on the degree of dominance of other particles, a number of particles are selected to create the next generations. The feasibility of the solutions is determined based on the following two criteria:

Step 5-1: 1 rank priority: in this priority, those solutions that have lower ranks or fronts are selected because the particles of these fronts can dominate most particles.

Step 5-2: in some cases, the two selected particles might have the same rank. In other words, they might be in the same front. In this case, a criterion known as CD is applied, which is explained below.

Step 5-2-1: for each $n_{i}$ particle, $f_{i}$ is considered as the number of particles existing in the particle.

Step 5-2-2: the distance between particles in fronts is called d1, and the distance of all particles from each other is considered to be zero $\left(f_{i}\left(d_{i}\right)=0\right)$.

Step 5-2-3: each of the objective functions of the problem (such as $m$ ) is considered for each particle (such as $j$ ) in $f_{i}$, and the following steps are taken:

Step 5-2-3-1: in $\mathrm{f}_{\mathrm{i}}$, all particles are sorted based on the m objective function. in other words, the particles existing in $f_{i}$ are sorted based on their objective functions separately.

Step 5-2-3-2: following sorting particles in $f_{i}$ based on the m objective function, $\mathrm{I}(\mathrm{d})$ crowing distance of the first and last particles are considered equal to infinity $\left(I\left(d_{1}\right)=I\left(d_{n}\right)=\infty\right)$

This is mainly due to the lack of existence of another particle near the particles to cover them. The $I\left(d_{k}\right)$ crowding distance is determined for particles 2 to $\mathrm{n}-1$ based on equations 16 and 17.

$$
\begin{align*}
& C D_{K}=I\left(d_{k}\right)_{1}+\ldots+I\left(d_{k}\right)_{m}  \tag{16}\\
& I\left(d_{k}\right) \cdot m=\frac{I(k+1) \cdot m-I(k-1) \cdot m}{f_{m}^{\max }-f_{m}^{\min }} \tag{17}
\end{align*}
$$

In Equation 16, $I\left(d_{k}\right) \cdot m$ means the crowding distance from the $m$ objective function. In order to calculate the total crowding distance, $I\left(d_{k}\right)$ must be calculated and summed up for all objective functions, as shown in Equation 17.

Step 5-2-4: following the calculation of crowding distance (CD), those particles that have a higher CD will be selected.

Step 6: after particle selection in the previous stage, a pool is created called the selected population. Afterwards, genetic operators are used to create the population of offspring. The genetic operators used in this article are crossover and mutation operators.

Step 7: after determining the population of offspring obtained from $P_{t}$ genetic operators, this population is integrated with the main $Q_{t}$ population. Each pool has $n$ capacity, and the particles that are integrated with each other must be eliminated. To this end, the following steps are taken to achieve $n$ capacity.

Step 7-1: particle fronting is performed based on the method explained in Step 2.

Step 7-2: CD of each particle in fronts is determined.
Step 7-3: the process starts from $f_{1}$, where particles are selected based on their CD and are added to the new population pool $(\mathrm{K}+1)$. This step continues until the capacity of the new pool reaches $n$.

Step 8: we move on to Step 2 after forming $(\mathrm{K}+1)$ population, and the stages are repeated until reaching the determined size.

Figure 3 presents a schematic illustration of NSGAII algorithm.


Figure 3. A schematic illustration of NSGA-II algorithm.

## 4. COMPUTATIONAL RESULTS

In this section, a number of numerical examples are solved and analyzed to evaluate the model. According to Sherali-Nordai, the multi-facility location-allocation problem (facilities that can be used in each point of Euclidean space) with certain parameters is considered an NP-hard problem. Therefore, the rational solution for such problems at different levels is to use heuristic and metaheuristic approaches. Therefore, the NSGA is used to solve the proposed model. Given the lack of finding similar studies in the literature, data are generated randomly to solve the model. In addition, since most locationallocation articles have created the required data with uniform distribution, the same approach is applied in the present study to create the desired data. Table 1 shows the random parameters of the problem.

### 4.1 The Second Version of the Non-Dominated Sorting Multi-objective GA

This section uses a non-dominated sorting GA (NSGA) to solve the multi-objective problems. In the second version of NSGA (NSGA-II), which Deb et al. (2000) introduced, the crowding distance approach replaces the sharing function, and an elitism approach is used to provide diversity in Pareto solutions. The NSGA-II is proposed to solve the model at different dimensions.

### 4.1.1 Solution Display Structure

In order to increase the feasibility of the solutions and meet more constraints, we use a specific method in the present research. The structure of the chromosomes showing the problem's solution is in the form of the following matrix:

Table 1. Proposed values of parameters of the hierarchical location-allocation problem

| Parameter | Values of Parameters |
| :---: | :---: |
| $d_{i}$ | Uniform distribution $(2,16)$ |
| $\mu_{1}$ | Uniform distribution $(40,80)$ |

1. The number of rows in this matrix equals the number of customers.
2. The number of columns in this matrix equals the number of service delivery levels.
3. Each entry of the matrix is a random number between one and the total number of facilities at that level.
The structure of the mentioned chromosome is shown in Equation 18.

$$
\left[\begin{array}{ccc}
\mathrm{p}_{11}=\operatorname{Randi}(1 . \mathrm{J}) & \cdots & \mathrm{p}_{1 \mathrm{~K}}=\operatorname{Randi}(1 . \mathrm{J})  \tag{18}\\
\vdots & \ddots & \vdots \\
\mathrm{p}_{\mathrm{M} 1}=\operatorname{Randi}(1 . \mathrm{J}) & \cdots & \mathrm{p}_{\mathrm{MK}}=\operatorname{Randi}(1 . \mathrm{J})
\end{array}\right]
$$

In this chromosome, rows are considered in the number of customers ( M ) and columns are considered in the number of different serving levels (k). In addition, each entry of the matrix is a random number between one and the number of facilities at each level (J). To decode the chromosomes, the variables related to each customer that is allocated to each facility are considered to be one. By this allocation, the facility is established and the related variable is considered to equate one.

### 4.1.2 Controllability of Solutions

Given that this way of displaying chromosomes estimates most of the constraints of the model, the solutions generated in each iteration of the algorithm may not necessarily be feasible. This type of chromosome display guarantees the feasibility of constraints $6-9$. The penalty function method is one of the common methods in dealing with constrained optimization problems, which turns these problems into unconstrained problems. Given the fact that the model presented in this research is of multi-objective type, the penalty function is added to both objective functions. The penalty method used in this study is as follows:

$$
\begin{align*}
& \mathrm{p}(\mathrm{x})=\mathrm{U}^{*} \operatorname{Max}\left\{0 \cdot \frac{\mathrm{~g}(\mathrm{x})}{\mathrm{b}}-1\right\}  \tag{19}\\
& \mathrm{F}(\mathrm{x})=\left\{\begin{array}{l}
F(\mathrm{x}) \quad \text { if } x \in \text { feasibleregion } \\
F(x)+p(x)
\end{array} \text { if } x \in\right. \text { feasible region } \tag{20}
\end{align*}
$$

Where $U$ is the large positive value, $g(x)$ shows the desired constraint, and $\mathrm{p}(\mathrm{x})$ expresses the penalty allocated to the feasible chromosome. It is worth mentioning that the expression above is designed for constraints that are in the form of $g(x) \leq b$.

### 4.1.3 Solution Sorting

The solutions obtained in each population must be converted into a local Pareto front using one of the sorting algorithms. In this regard, the nondominated sorting approach is exploited in the present study (Coello et al., 2007).

### 4.1.4 Genetic Operators

In this section, the random method is used to generate the members of the parent population. In addition, the substitution mutation and the substitution mutation and the single-point crossover operator are applied to create the population of the offspring.

### 4.2 Tuning the Parameters of Multi-objective NSGA

The solutions obtained from the metaheuristic approaches are sensitive to the values of the parameters selected for the algorithm (Coello et al., 2007). In this study, the optimal values of the parameters of the multi-
objective NSGA are tuned by the Taguchi method for the example samples at three levels. The values proposed for the parameters are considered based on previous studies and the trial-and-error method according to Table 2.

According to the Taguchi standard table, two L9 and L27 levels can be used by considering four three-level factors (Qazani et al., 2021). In the present study, the L9 level is used due to fewer calculations. Ultimately, the optimal values of the algorithm parameters are tuned by Minitab software, as shown in Table 3. In addition, the values of the problem's objective functions are solved for the shift and priority systems at different levels using the multi-objective GA, the results of which are presented in Tables 4 and 5, respectively.

Table 2. Levels of NSGA-II algorithm parameters

| Parameter | Low Level | Moderate Level | High Level |
| :---: | :---: | :---: | :---: |
| Number of iterations | 60 | 70 | 80 |
| Population size | 20 | 30 | 40 |
| Crossover rate | 0.6 | 0.8 | 0.99 |
| Mutation rate | 0.2 | 0.3 | 0.4 |

Table 3. Optimal values of NSGA-II algorithm parameters based on the Taguchi method

| Problem |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Number | Problem Dimensions (M-N-K) $\quad$ Optimal Value of Algorithm Parameters

Table 4. Values of the objective functions of the problems at various dimensions based on the shift system

| Problem Number | Problem Dimensions | Pareto Solution Number | Value of the First Objective Function | Value of the Second Objective Function | Mean Value of the First Objective Function | Mean Value of the First Objective Function |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3-2-2 | 1 | 0.06045 | 0.6863 | 0.1249 | 0.9261 |
|  |  | 2 | 0.0859 | 0.6098 |  |  |
|  |  | 3 | 0.2227 | 0.2941 |  |  |
| 2 | 4-3-3 | 1 | 0.03433 | 0.8831 | 0.0362 | 0.8366 |
|  |  | 2 | 0.03536 | 0.8467 |  |  |
|  |  | 3 | 0.366 | 0.8594 |  |  |
|  |  | 4 | 0.03863 | 0.7273 |  |  |
| 3 | 6-6-3 | 1 | 0.03097 | 0.962 | 0.0314 | 0.9363 |
|  |  | 2 | 0.03111 | 0.9577 |  |  |
|  |  | 3 | 0.03131 | 0.9492 |  |  |
|  |  | 4 | 0.03168 | 0.9114 |  |  |
|  |  | 5 | 0.03201 | 0.9014 |  |  |
| 4 | 7-7-4 | 1 | 0.06338 | 0.971 | 0.2710 | 0.9158 |
|  |  | 2 | 0.06361 | 0.8987 |  |  |
|  |  | 3 | 0.06421 | 0.8919 |  |  |
|  |  | 4 | 0.06494 | 0.8873 |  |  |
| 5 | 12-8-5 | 1 | 0.1686 | 0.9915 | 0.2710 | 0.9158 |
|  |  | 2 | 0.1694 | 0.9882 |  |  |
|  |  | 3 | 0.1704 | 0.9512 |  |  |
|  |  | 4 | 0.3717 | 0.8939 |  |  |
|  |  | 5 | 0.3726 | 0.8906 |  |  |
|  |  | 6 | 0.3735 | 0.7945 |  |  |
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Table 5. Values of the objective functions at different levels based on the queue priority system


Figure 4. A comparison of the average of the first objective function in the queue priority system and the shift system.


Figure 5. A comparison of the average of the second objective function in the queue priority system and the shift system

According to Figures 4 and 5, it could be concluded that that establishing a queue priority system not only reduces the total waiting time in the queue for each customer but also reduces the total waiting time of all customers in the queue.

## 5. CONCLUSION

The crowded facility hierarchical location-allocation problem is one of the most widely used location problems that have attracted the attention of many researchers of the field in the past two decades. The present study compared the effect of the queue priority system on facility service provision to the impact of a shift system in this regard. Since the problem was of NP-hard type, the second version of a multi-objective NSGA was used to evaluate the efficiency of the model. In addition, the Taguchi design was exploited to tune the parameters. According to the results, the priority system must be used in the design of hierarchical systems and facilities if the goal is to reduce the waiting time of a specific class of customers. In other words, that class must be prioritized in order to decrease the mean waiting time in the queue of the entire system. Considering the priority mode in the queue and service provision process in the system means that the priority system is established, and customers with a higher priority are placed at the beginning of the queue. After entering the facility, if the customer receiving service has a lower priority, their service is half-finished. The server will provide service to the customer with a higher priority, which can be an attractive area for future studies.

## REFERENCES

Aboolian, R., Berman, O., and Drezner, Z. (2009), The multiple server center location problem, Annals of Operations Research, 167(1), 337-352.
Araz, O. M., Fowler, J. W., and Nafarrate, A. R. (2014), Optimizing service times for a public health emergency using a genetic algorithm: Locating dispensing sites and allocating medical staff, IIE Transactions on Healthcare Systems Engineering, 4(4), 178190.

Barzamini, H. and Ghassemian, M. (2019), Comparison analysis of electricity theft detection methods for advanced metering infrastructure in smart grid, International Journal of Electronic Security and Digital Forensics, 11(3), 265-280.
Basciftci, B., Ahmed, S., and Shen, S. (2021), Distributionally robust facility location problem under deci-sion-dependent stochastic demand, European Journal of Operational Research, 292(2), 548-561.

Berman, O. and Drezner, Z. (2006), Location of congested capacitated facilities with distance-sensitive demand, IIE Transactions, 38(3), 213-221.
Chambari, A. H., Rahmaty, S. H., Hajipour, V., and Karimi, A. (2011), A bi-objective model for locationallocation problem within queuing framework, World Academy of Science, Engineering and Technology, 78, 138-145.
Coello, C. A. C., Lamont, G. B., and Van Veldhuizen, D. A. (2007), Evolutionary Algorithms for Solving Mul-ti-objective Problems (5th Ed.), Springer, New York, 79-104.
Deb, K., Agrawal, S., Pratap, A., and Meyarivan, T. (2000), A fast elitist non-dominated sorting genetic algorithm for multiobjective optimization: NSGA-II, International Conference on Parallel Problem Solving From Nature, Springer, Berlin, Heidelberg, 849858.

Fard, A. M. F. and Hajaghaei-Keshteli, M. (2018), A trilevel location-allocation model for forward/reverse supply chain, Applied Soft Computing, 62, 328-346.
Goli, A. and Malmir, B. (2020), A covering tour approach for disaster relief locating and routing with fuzzy demand, International Journal of Intelligent Transportation Systems Research, 18(1), 140-152.
Goli, A., Khademi-Zare, H., Tavakkoli-Moghaddam, R., Sadeghieh, A., Sasanian, M., and Malekalipour Kordestanizadeh, R. (2021), An integrated approach based on artificial intelligence and novel metaheuristic algorithms to predict demand for dairy products: A case study, Network: Computation in Neural Systems, 32(1), 1-35.
Hajipour, V., Fattahi, P., Tavana, M., and Di Caprio, D. (2016), Multi-objective multi-layer congested facility location-allocation problem optimization with Pa -reto-based meta-heuristics, Applied Mathematical Modelling, 40(7-8), 4948-4969.
Hajipour, V., Khodakarami, V., and Tavana, M. (2014), The redundancy queuing-location-allocation problem: A novel approach, IEEE transactions on engineering management, 61(3), 534-544.
Hamaguchi, T. and Nakade, K. (2010), Optimal location of facilities on a network in which each facility is operating as an M/G/1 queue, Journal of Service Science and Management, 3(3), 287-297.
Harewood, S. I. (2002), Emergency ambulance deployment in Barbados: A multi-objective approach, Journal of the Operational Research Society, 53(2), 185-192.
Hodgson, M. J. (1986), A hierarchical location-allocation model with allocations based on facility size, Annals of Operations Research, 6(1-4), 273-289
Marianov, V. and Serra, D. (2001), Hierarchical locationallocation models for congested systems, European Journal of Operational Research, 135(1), 195-208.

Mitropoulos, P., Mitropoulos, I., Giannikos, I., and Sissouras, A. (2006), A biobjective model for the locational planning of hospitals and health centers, Health Care Management Science, 9(2), 171-179.
Mousazadeh, M., Torabi, S. A., Pishvaee, M. S., and Abolhassani, F. (2018), Health service network design: A robust possibilistic approach, International Transactions in Operational Research, 25(1), 337373.

Pasandideh, S. H. R. and Niaki, S. T. A. (2012), Genetic application in a facility location problem with random demand within queuing framework, Journal of Intelligent Manufacturing, 23(3), 651-659.
Pasandideh, S. H. R., Niaki, S. T. A., and Hajipour, V. (2013), A multi-objective facility location model with batch arrivals: Two parametertuned metaheuristic algorithms, Journal of Intelligent Manufacturing, 24(2), 331-348.
Qazani, M. R. C., Asadi, H., Lim, C. P., Mohamed, S., and Nahavandi, S. (2021), Prediction of motion simulator signals using time-series neural networks, IEEE Transactions on Aerospace and Electronic Systems, 57(5), 3383-3392.
Rahmati, S. H. A., Hajipour, V., and Niaki, S. T. A. (2013), A soft-computing Pareto-based meta-heuristic algorithm for a multi-objective multiserver facility location problem, Applied Soft Computing, 13(4), 1728-1740.
Roozitalab, A. (2022), Employing strategic management to study the effect of brand awareness on customer's loyalty: Exploring the mediation effect of perceived brand quality and brand communication: A study of Samsung electronics company in Tehran branch, SMART Journal of Business Management Studies, 18(1), 38-46.
Saif, A. and Delage, E. (2021), Data-driven distributionally robust capacitated facility location problem, European Journal of Operational Research, 291(3), 995-1007.
Silva, A., Aloise, D., Coelho, L. C., and Rocha, C. (2021), Heuristics for the dynamic facility location problem with modular capacities, European Journal of Operational Research, 290(2), 435-452.
Tavakkoli-Moghaddam, R., Vazifeh-Noshafagh, S., Taleizadeh, A. A., Hajipour, V., and Mahmoudi, A. (2017), Pricing and location decisions in multiobjective facility location problem with $M / M / m / k$ queuing systems, Engineering Optimization, 49(1), 136-160.
Teixeira, J. C. and Antunes, A. P. (2008), A hierarchical location model for public facility planning, European Journal of Operational Research, 185(1), 92104.

Wang, Q., Batta, R., and Rump, C. M. (2002), Algorithms for a facility location problem with stochastic
customer demand and immobile servers, Annals of Operations Research, 111(1), 17-34.
Zarrinpoor, N., Fallahnezhad, M. S., and Pishvaee, M. S. (2018), The design of a reliable and robust hierarchical health service network using an accelerated Benders decomposition algorithm, European Journal of Operational Research, 265(3), 1013-1032.

Alim Al Ayub Ahmed is the researcher in the School of Accounting, Jiujiang University. His research interests include the Accounting and Financial Reporting.

Mohammed Yousif Oudah Al-Muttar is the researcher in the Scientific Research Center, Al-Ayen University, Thi-Qar, Iraq. The research interests include the optimization and shift systems.

Gunawan Widjaja is a multitalented person. He had a Bachelor in Pharmaceutical Science (BPharm), a Master of Public Health (MPH), and a Master of Hospital Administration (MHA) from the Postgraduate Study Faculty of Public Health, Universitas Indonesia. He also graduated from the Faculty of Law, obtained his LLM, and completed his Doctor of Philosophy (Ph.D.) from the same University. He also holds a Master in Management degree majoring in Finance. Currently, he teaches at the Postgraduate Study Faculty of Public Health Universitas Indonesia and Postgraduate Study Faculty of Law Universitas Krisnadwipayana. He has written about 50 books and many papers in national and international journals, including Scopus Indexed Journals, as well as reviewed them. He actively participated in many seminars, symposiums, and conferences; and also acts as an arbitrator in many International Arbitration centers such as SIAC, SHAC, and GIDI.

Bulatenko Mariya Andreyevna is Ph.D. in Economics, Associate Professor in Moscow Russia Krasnokazarmennaya. Research interests include economy and evolutionary algorithms. Working in the Institute of Electrical Engineering, Dept. of Electric Power Supply of Industrial Enterprises and Electrotechnologie National Research University "Moscow Power Engineering Institute."

Trias Mahmudiono is a lecturer in the Department of Nutrition, Faculty of Public Health, Universitas Airlangga, Indonesia. Currently he is a faculty member at Airlangga University.

Aditya Halim Perdana Kusuma Putra is is a lecturer at Universitas Muslim Indonesia. He now works in Faculty Economic and Business, Department of Management, Universitas Muslim Indonesia, Indonesia. His research fields are management and economy.

Muneam Hussein Ali is a researcher in Al-Nisour University College, Baghdad, Iraq. He works in the economic sciences and data mining.
A. Heri Iswanto is a researcher in economic and sustainable development. Now he is working in the Public

Health Department, Faculty of Health Science, University of Pembangunan Nasional Veteran Jakarta, Indonesia

Skm Mars is a researcher in the Educational Administrations, Universitas Pendidikan Indonesia, Bandung, Indonesia. Research interests include the Educational and economic.

Irman Suherman is a lecturer in Islamic educational management at the Faculty of Islamic Religion at the

Djuanda University. Jl. Tol Ciawi No. 1 Bogor 16720, with expertise focused on the educational planning and education management. Currently, he as head of the Department of Islamic Educational Management (S1) for the 2022-2026 term. His areas of expertise relate to his research. Contact by email at irman.suherman@unida.ac.id and orchid id is http://orcid.org/0000-0003-0657-0509.

